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Wind as a Long-Distance
Dispersal Vehicle in the
Southern Hemisphere

Jesús Muñoz,1* Ángel M. Felicı́simo,2 Francisco Cabezas,1

Ana R. Burgaz,3 Isabel Martı́nez4

Anisotropic (direction-dependent) long-distance dispersal (LDD) by wind has been
invoked to explain the strong floristic affinities shared among landmasses in the
Southern Hemisphere. Its contribution has not yet been systematically tested
becauseof theprevious lackof global dataonwinds.Weusedglobalwinds coverage
from the National Aeronautics and Space Administration SeaWinds scatterometer
to testwhetherfloristic similarities of SouthernHemispheremoss, liverwort, lichen,
and pteridophyte floras conform better with (i) the anisotropic LDD hypothesis,
which predicts that connection by “wind highways” increases floristic similarities,
or (ii) a direction-independent LDD hypothesis, which predicts that floristic sim-
ilarities among sites increase with geographic proximity. We found a stronger
correlation of floristic similarities with wind connectivity than with geographic
proximities, which supports the idea that wind is a dispersal vehicle for many
organisms in the Southern Hemisphere.

Dispersal mechanisms play a key role in
determining plant and animal distributions.
LDD, defined as passive transport by wind,
storms, water flows, and other means (1),
was proposed as early as 1845 (2) and is
often invoked to explain biotic similarities
between distant landmasses (3–6 ). Howev-
er, some authors have questioned the like-
lihood of LDD by wind because it is so

difficult to support the theory with experi-
mental data (7, 8).

Here, we tested whether the shared floris-
tic affinities among extratropical Southern
Hemisphere landmasses can be explained by
LDD of propagules by wind. We used data
from the SeaWinds scatterometer (on board
the QuikSCAT satellite) to model wind con-
nectivity among landmasses and to test how
well these wind highways explain the floristic
similarities observed in four groups of cryp-
togams (mosses, liverworts, lichens, and
pteridophytes). All four have both sexual and
asexual propagules suitable for LDD, al-
though the relative importance of each mode
varies among the groups. The hypothesis that
floristic similarities are due to wind dispersal
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implies an anisotropic (direction-dependent)
transport along wind highways defined by wind
azimuth and speed. We compared this hypoth-
esis with the neutral hypothesis (9), in which
floristic similarities are better explained by iso-
tropic (direction-independent) transport and
thus depend only on geographic proximity.

To test how well the floristic affinities
among extratropical Southern Hemisphere
landmasses agree with the two proposed
hypotheses, we recorded plant data for the
27 localities shown in Fig. 1. There are four
data sets: mosses (601 species), liverworts
(461 species), lichens (597 species), and
pteridophytes (192 species), totaling 1851
species (tables S1 to S4). Only species
shared by at least two localities were in-
cluded. The Ochiai index (10) was used to
calculate the four floristic similarity matri-
ces. The wind connectivity matrices were
generated from SeaWinds scatterometer
data for the period from June 1999, when
SeaWinds began operating, to March 2003.
SeaWinds provides near-global daily mea-
surements of wind azimuth and speed over
the ocean surface at a spatial resolution of
25 km (11, 12). Data were aggregated into
10-day syntheses and reprojected onto a
universal polar stereographic to eliminate
blanks in satellite coverage and topologic
discontinuities. We produced a set of 139
map pairs representing the evolution of
wind azimuth and speed during the study
period. From these maps, the resistance of
traveling between each locality pair with
wind as a vehicle (351 combinations) was
calculated for all of the 10-day periods. The
result is a set of 139 matrices of wind
connectivity values, or the complement of
resistance (Fig. 1). Finally, we calculated
pairwise great circle distances between all
localities in the study (for the complete data
set, see database S1).

To test the two hypotheses, we first
used Mantel tests. As a second and statis-
tically independent analysis, we used mul-
tidimensional scaling to generate three-
dimensional maps for floristic similarities,
maximum annual wind connectivity, and
geographic proximities. The pairwise fit
among configurations was evaluated by a
Procrustes analysis (10).

Mantel tests show a highly significant cor-
relation of the four floristic similarities with
both wind connectivity and geographic prox-
imity, which are each highly collinear (table
S5). Correlation coefficient time series in Fig.
2 show a clear seasonal pattern for mosses,
liverworts, and lichens, with lower correla-
tion values corresponding to periods of about
100 days in austral spring. The cause could be
the growth of ice over sub-Antarctic waters,
which prevents SeaWinds data capture and
consequently generates null wind connectiv-
ity values for the frozen sites (because no

pteridophytes grow in the landmasses cov-
ered by ice during austral spring, there are no
drops for this group).

To distinguish the relative importance
of geographic proximity and wind connec-
tivity, it is necessary to determine whether
the correlation of geographic proximity
with floristic similarity is as high inside the
wind highways as it is outside them. If
wind is the dispersal vehicle, correlations
among sites at similar distances will be
higher inside wind highways and lower
outside. We have checked this assumption
by searching for sites with low floristic
similarities that are close in space but not
connected by wind and, conversely, for
sites with high floristic similarities that are

distant but connected by wind highways.
The view that wind is a dispersal vehicle is
supported by cases like Macquarie Island
[locality (loc.) 24, Fig. 1], which has a
higher floristic similarity with the remote
Juan Fernandez [loc. 1; 8780 km; mosses
floristic similarity (fs) � 0.241; liverworts
fs � 0.133; lichens fs � 0.110; and pteri-
dophytes fs � 0.158] and Tierra del Fuego
(loc. 2; 7550 km; mosses fs � 0.320; liv-
erworts fs � 0.146; lichens fs � 0.300; and
pteridophytes fs � 0.233) than with the
closer Lord Howe (loc. 21; 2565 km; moss-
es fs � 0.183; liverworts fs � 0.000; li-
chens fs � 0.110; and pteridophytes fs �
0.000), Norfolk (loc. 23; 2935 km; mosses
fs � 0.140; liverworts fs � 0.152; lichens

Table 1. Pearson correlation coefficient of floristic similarities with maximum annual wind connectivity
and geographic proximity as measured with simple Mantel tests. Maximum wind connectivity values are
the highest for each site pair in the given year. All correlations are statistically significant (P � 0.001) as
determined by a Monte Carlo permutation test that examined 999 replicates.

Maximum wind connectivity
Geographic
proximity

Year 1999 2000 2001 2002 2003
Mosses (601 species) 0.594 0.601 0.602 0.588 0.617 0.579
Liverworts (461 species) 0.515 0.515 0.525 0.504 0.505 0.460
Lichens (597 species) 0.514 0.508 0.407 0.415 0.509 0.492
Pteridophytes (192 species) 0.573 0.549 0.551 0.535 0.553 0.543

Fig. 1. Universal polar stereographic map of the study area with the 27 localities treated. Gray
tones represent wind connectivity for Bouvet Island (loc. 8) for the period from 1 to 10 February
2002 (increasing connectivity from dark to pale in the range 0 to 1, adimensional). Wind
connectivity is the complement of the resistance of traveling between two points with wind as a
vehicle and was estimated from SeaWinds scatterometer measurements. Because SeaWinds only
records wind properties over ocean water surface, landmasses and ocean surface covered with ice,
as well as areas with null connectivity values for this period, appear black in the figure because of
the absence of data. Wind connectivity values were calculated by anisotropic cost analysis
(supporting online material text), which assigns a minimum resistance to the movement in the
exact wind vector azimuth and incrementally penalizes angular deviations. Similarly, higher speed
values diminish resistance and thereby increase connectivity.
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fs � 0.060; pteridophytes fs � 0.000), or
Kermadec (loc. 22; 3280 km; mosses fs �
0.160; liverworts fs � 0.071; lichens fs �
0.070; and pteridophytes fs � 0.000). An-
other notable example is Bouvet (loc. 8,
Fig. 1), which has a higher floristic simi-
larity with the distant Kerguelen (loc. 15;
4420 km; mosses fs � 0.262; liverworts
fs � 0.091; lichens fs � 0.160; and pteri-
dophytes, not applicable) and Heard (loc.
16; 4430 km; mosses fs � 0.302; liverworts
fs � 0.289; and lichens fs � 0.320) than
with the closer Gough (loc. 11; 1860 km;
mosses fs � 0.162; liverworts fs � 0.177;
and lichens fs � 0.000).

We also attempted to incorporate the
fact that dispersal events are episodic rather
than gradual (13–16 ) by testing floristic
similarities against maximum annual wind
connectivity and geographic proximity. In
85% of the cases (17 out of 20), Mantel
tests resulted in higher correlation values
with wind connectivity than with geograph-
ic proximity (Table 1), supporting the epi-
sodic nature of dispersal events.

According to a z-Fisher transformation
test, the r values in Table 1 are statistically
indistinguishable. However, the probability
of obtaining 17 or more Pearson correlation
coefficient values of floristic similarities with

maximum annual wind connectivity that are
higher than the corresponding Pearson corre-
lation coefficient values of floristic similari-
ties with geographic proximity is less than
0.001, suggesting that values in Table 1 are
not random. Moreover, the second, and inde-
pendent, statistical analysis helped to unravel
the relative contribution of wind and geo-
graphic proximity to explain the present flo-
ristic affinities. Multidimensional scaling
with the use of the PROXSCAL algorithm
(17) was performed to generate the minimum
S-stress spatial configurations from floristic
similarities, maximum annual wind connec-
tivity, and geographic proximities data. Later,
we performed a Procrustes analysis to com-
pare the fit between the configuration derived
from floristic similarities and every other spa-
tial configuration. To test the statistical sig-
nificance of the fits, we used the randomiza-
tion method PROTEST (18).

Results in Table 2 show that mosses,
liverworts, and lichens have a stronger
association of floristic similarities with
maximum wind connectivity than with geo-
graphic proximity, which supports the hy-
pothesis that winds are the main force
driving current plant distributions. Howev-
er, for pteridophytes, the association is
about equal with both variables, indicating
that most pteridophytes, although dispersed
by wind (19), have a limitation in the max-
imum distance of dispersal. This difference
is in agreement with what can be expected
on the basis of extratropical pteridophyte
dispersal peculiarities with regard to the
other groups studied. Whereas asexual
propagules (fragments of mature individu-
als, special reproductive bodies like gem-
mae, soralia, or isidia) may play the central
role in the dispersion of mosses, liverworts,
and lichens (20–25), their importance is
likely negligible in extratropical pterido-
phytes. In addition, the foundation of a
colony by spores imposes the following
more stringent constraints on pteridophytes
than on the other groups (26 ): (i) For spe-
cies with only green spores, viability and
tolerance to travel in wind currents are
lower than for species with nongreen
spores, and (ii) although foundation from a
single spore has been documented, it must
be followed by intragametophytic selfing to
establish a viable colony.

The groups we studied are phylogeneti-
cally remote and heterogeneous in their trans-
port and establishing requirements. The same
dispersal mechanism should work for other
organisms suitable to wind transport in lower
atmospheric layers, such as arthropods, fungi,
or angiosperms with small propagules (e.g.,
orchids). Further research should extend this
study to such groups and also introduce mo-
lecular data to test whether genetic similari-
ties between areas also show a high correla-

Table 2. Fit significance (P values for m2 Procrustes statistic) between floristic similarity, maximum
annual wind connectivity, and geographic proximity spatial configurations. The configurations were
obtained with multidimensional scaling with the use of the PROXSCAL algorithm, and the fits and their
significance were calculated by Procrustes analysis and a randomization test that examined 10,000
replicates with the PROTEST method.

Maximum wind connectivity
Geographic
proximity

Year 1999 2000 2001 2002 2003
Mosses (601 species) 0.007 0.023 0.032 0.004 0.008 0.112
Liverworts (461 species) 0.004 0.007 0.018 0.009 0.043 0.062
Lichens (597 species) 0.003 0.110 0.118 0.004 0.013 0.260
Pteridophytes (192 species) 0.004 0.005 0.012 0.003 0.010 0.003

A Mosses similarity vs wind connectivity

Liverworts similarity vs wind connectivity

Lichens similarity vs wind connectivity

Pteridophytes similarity vs wind connectivity
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Fig. 2. Pearson correlation coefficients of floristic similarities with wind connectivity for the four
groups as measured with Mantel tests. Time series show a clear seasonality in moss (A), liverwort
(B), and lichen (C) series, with drops that may be the result of propagule inaccessibility or data
blanks owing to ice coverage. This pattern is not evident in the pteridophyte series (D) because no
member of this group grows in landmasses seasonally covered by ice. coef., coefficient.
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tion with wind connectivity, which would
independently validate our hypothesis.
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Autoimmune Disease and
Impaired Uptake of Apoptotic
Cells in MFG-E8–Deficient Mice
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Apoptotic cells expose phosphatidylserine and are swiftly engulfed by macro-
phages. Milk fat globule epidermal growth factor (EGF) factor 8 (MFG-E8) is a
protein that binds to apoptotic cells by recognizing phosphatidylserine and that
enhances the engulfment of apoptotic cells by macrophages. We report that
tingible body macrophages in the germinal centers of the spleen and lymph
nodes strongly express MFG-E8. Many apoptotic lymphocytes were found on
the MFG-E8�/� tingible body macrophages, but they were not efficiently
engulfed. TheMFG-E8�/� mice developed splenomegaly, with the formation of
numerous germinal centers, and suffered from glomerulonephritis as a result
of autoantibody production. These data demonstrate that MFG-E8 has a critical
role in removing apoptotic B cells in the germinal centers and that its failure
can lead to autoimmune diseases.

Apoptosis is a process for removing harm-
ful or useless cells and is fundamental to
the maintenance of mammalian homeosta-
sis (1). Apoptotic cells are rapidly engulfed
by phagocytes, a process that should pre-
vent inflammation and the autoimmune re-

sponse against intracellular antigens that
can be released from the dying cells (2–4 ).
Phosphatidylserine (PS) that is exposed on
the surface of apoptotic cells has been iden-
tified as a recognition signal for macro-
phages (5), and several receptors that bind
PS have been identified (2, 3). MFG-E8 is
secreted from activated macrophages, spe-
cifically binds to apoptotic cells by recog-
nizing PS, and enhances the engulfment of
apoptotic cells by phagocytes (6 ).

To examine the in vivo role of MFG-E8,
we first examined its expression by Northern
blot hybridization (fig. S1). MFG-E8 was
strongly expressed in mammary glands (7, 8).
Several other tissues such as the spleen,
lymph nodes, and brain also expressed MFG-
E8 mRNA. Immunohistochemical analysis of
spleen sections (9) showed the labeling with

antibody to MFG-E8 in cells localized to
germinal centers that were stained by peanut
agglutinin (PNA) (Fig. 1). Spleen sections
from MFG-E8�/� mice (see below) were not
stained, which confirmed the specificity of
the antibody. Germinal centers contain mac-
rophages called “tingible body” macro-
phages, which specifically express CD68
but do not express F4/80 (10). Dual stain-
ing for MFG-E8 and CD68 or F4/80
showed that the cells expressing MFG-E8
expressed CD68 but did not express F4/80
[Fig. 1, and (11)], which suggests that the
tingible body macrophages expressed
MFG-E8. The CD68� tingible body mac-
rophages are present not only in the spleen
but also in the lymph nodes (10). Staining
with antibody against MFG-E8 indicated
that the CD68� macrophages in the lymph
nodes also expressed MFG-E8 (Fig. 1).

We generated MFG-E8�/� mice by
gene targeting. The murine MFG-E8 gene
is encoded by 10 exons within 16 kb of
genomic DNA on chromosome 7. A target-
ing vector was constructed by replacing
exons 4 to 6 with the neo-resistance gene
(fig. S2). The vector was introduced into
mouse embryonic stem (ES) cells, and ES
clones carrying the mutation were identi-
fied by polymerase chain reaction (PCR).
Mice derived from two ES clones had iden-
tical phenotypes, and those from one rep-
resentative clone were characterized in de-
tail. Thioglycollate activates macrophages
(12), and we previously showed that peri-
toneal macrophages obtained after an intra-
peritoneal injection of thioglycollate se-
crete abundant MFG-E8 (6 ). Accordingly,
immunoprecipitation and Western blotting
with antibody against MFG-E8 revealed a
74-kD protein in the culture supernatant of
thioglycollate-elicited peritoneal macro-
phages from wild-type mice (Fig. 2A). This
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